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Introduction

Increase in use of Machine learning (ML) and Natural Language Processing (NLP).

No datasets related to STPA and ML is publicly available.

Start by creating a dataset for the first step of STPA (“Defining the purpose of the 

Analysis”).
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Introduction

Loss

1. Loss of life or injury to people

2. Loss of or damage to vehicle

Hazard

1. H-1: Aircraft violate minimum separation standards in flight [L-1, L-2, L-4, L-5]

2. H-2: Aircraft airframe integrity is lost [L-1, L-2, L-4, L-5]

Constraint

1. SC-1: Aircraft must satisfy minimum separation standards from other aircraft 

and objects [H-1]

2. SC-2: Aircraft airframe integrity must be maintained under worst-case 

conditions [H-2]
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“label” “sentence”

Sentence: Loss of life or injury to people Label: Loss
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Methodology (dataset creation)

Extraction of sentences from a publicly available source (MIT STAMP Workshop);

Presentations are from 2012-2023;

For each year, all available presentations were opened. A manual search for lists or tables 

containing examples of the first STPA step was performed.

The extracted sentences were recorded in a spreadsheet, along with their labels and 

metadata.
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https://psas.scripts.mit.edu/home/mit-stamp-

workshop-presentations/



Methodology (dataset creation)

1: "sentence": The extracted textual sentence;

2: "label": The classification label related to the sentence;

3: "domain": The presentation domain;

4: "year": The year of presentation;

5: "title": The presentation title;

6: "url": The presentation URL;

7: "slide": The slide number where the sentence was extracted;

8: "obs": If the presentation is not explicitly about STPA, then the type of presentation.
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Methodology (dataset creation)9
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https://psas.scripts.mit.edu/home/wp-content/uploads/2023/2023-06-06-1200__Bryan-Smith__PUB.pdf



Methodology (dataset creation)

Sentence selection:

In this dataset, there are few sentences with ambiguous meanings, or lack of information or 

context. Some sentences might be too different from what is recommended by the STPA 

Handbook [1].

Instead of completely removing from the dataset, the sentences which may impact 

classification performance were grouped into a new label, named “excluded” sentences.

In order to keep the original label information, a combination of both labels is used.
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“excluded” losses  ->  “ex”+”loss”  ->  “exloss”



Methodology (dataset creation)

Inclusion criteria:

For Losses:

1. The sentence should contain a Loss-related keyword (such as “loss”, “damage”, “injury”);

2. The sentence should involve something of value to stakeholders.

For Hazards:

1. The sentence should mention a <system> and an <unsafe condition>;

2. The sentence should be a state or condition that, together with a set of worst-case 

environmental conditions, will lead to a loss.

For Constraints:

1. The sentence should mention a <system> and <condition to enforce> (using a modal verb, 

such as “must”, ”shall”, “should”);

2. The sentence can also define how to minimize losses in case a hazard occurs.
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Methodology (classification experiments)

Two experiments were carried out in Python programming language to demonstrate the use of this 

dataset. Both experiments use two traditional machine learning classification algorithms, called Support 

Vector Machines (SVM) and Naïve Bayes (NB). Both commonly used for NLP in Requirements Engineering 

[2].

Experiment 1: Classification of sentences only using the “loss”, “hazard” and “constraint” labels, without 

the “excluded” sentences. This aims to investigate the dataset in a clean state, with sentences closer to 

what is recommended by the Handbook.

Experiment 2: Classification of sentences with the “excluded” sentences reverted and added back into 

their original classes (“exloss”, “exhazard” and “exconstraint” added back into “loss”, “hazard” and 

“constraint”, respectively). This aims to investigate the dataset by including possible noise from excluded 

sentences, and to compare the dataset in different levels of quality.
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Results and Discussion

This dataset contains a total of 1078 sentences.

Unbalanced dataset with high hazard occurrence.

Loss:          27.9%;

Hazard:      41.0%;

Constraint: 31.1%;

The domain with most occurrence is aviation, 

around 31.6% of all sentences.

The dataset is available at GitHub [3].
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labels sentences

loss 301

hazard 442

constraint 335

total 1078

labels sentences

loss 254

exloss 47

hazard 408

exhazard 34

constraint 316

exconstraint 19

total 978

total “ex” 100



Results and Discussion

Experiment 1, which represents the dataset in a cleaner state, resulted in the best accuracy 

(and other metrics) for both classifiers. The highest accuracy achieved is 95.40% by SVM, 

followed by NB with 85.71% accuracy.

In Experiment 2, which represents the dataset without any filtering of sentences, showed 

inferior results with an accuracy of 92.59% by SVM and 80.00% by NB.
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Results and Discussion

Certain classes are easier to be identified, compared to others.

The constraint class, for example, is well-defined and sentences are similar to each other. 

All constraints should contain a modal verb such as "must" and "should", which facilitates 

the classification.

The same happens to the loss class, in which words like "loss of" or "damage to" are 

frequent. 

However, losses that do not use any of those keywords explicitly are susceptible to being 

mistaken by hazards, which amongst the three classes, has the least defined characteristic 

for the class.
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Future work

Expand the dataset with sentences from new sources;

Verify rules and sentences with specialists;

(New version in development.)
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Thank You!

Andrey Toshiro Okamura

Contact:

a213119@dac.unicamp.br
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“stpa-step1-dataset” GitHub Repository:

mailto:a213119@dac.unicamp.br

